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To validate the method, a reference tensor             was created by using the meta-
data of the class membership and the school schedule.

GLOBAL LEVEL VALIDATION

CLASS LEVEL VALIDATION

DYNAMIC TIME WARPING

Example of two dynamic time warping cost matrices, in which time series mea-
sured on the cleaned tensor and the reference tensor are compared. The series 
are computed at the level of the classes and correspond to the evolution of the
number of interactions in time. Here, classes 4D (left) and 2B (right) are shown 
and their Pearson coefficients are respectively 0.89 and 0.97. The lines shown in 
the matrices represent the optimal warping path, which is near the matrix dia-
gonal.

Emerging applications and data 
sources in the Internet-of-things 
domain pose new challenges in 
data mining. Data generated by 
these new sources are often mul-
ti-relational and can be naturally re-
presented as graphs. However, 
multi-dimensional graph data can 
suffer from anomalies that entangle 
temporal and topological aspects 
and render the detection task 
non-trivial. Here, a principled ano-
maly detection method, consisting 
of an iterative tensor decomposi-
tion, is developed.

Analysis of an high-resolution social network, measu-
red with wearable proximity sensors [1-2], describing 
the interactions of people in a primary school in Hong 
Kong

The mask is applied on the tensor    to zero out those 
interactions associated with anomalies and the 
masked tensor

is used as an input of the successive iteration.

Introduction
Case Study

STEP 4 - 
CLEANING PROCEDURE

VALIDATION

The structural and temporal properties of spurious in-
teractions are analysed to compute a mask      :

-  the links involved in each interaction are determined 
by the level of membership given by                
-  the occurrence times of the anomalous inte-
ractions are given by the temporal activity pattern     
of the anomalous components

Evolution of the number of interactions with time measured on the original and 
cleaned tensor for each school class. 

a) The class labels were used to group the interaction of nodes belonging to the 
same class. While interactions in the original state are distributed along the 
entire timeline, the cleaning procedure managed to identify and remove most 
of the anomalies.  

b) Time series representing the evolution of the number of interactions among 
people belonging to one selected class, measured both on the original and cle-
aned tensor. On the left, it is possible to observe the great amount of inte-
raction events recorded by sensors during the entire timeline. On the right, the 
corresponding time series after the application of the iterative method is 
shown.

STEP 3 - MASK COMPUTATION

RESULTS

Non-negative tensor factorization [3] approximates the 
tensor                        as a sum of     rank-one tensors, 
called components:

-       ,       : memberships of nodes to the component   
-                  : memberships of links to the component   
-       : temporal activity patterns of the component   

The selection of a suitable     at each iteration is guided 
by the Core Consistency Diagnostic [4].

The extracted components are classified into anoma-
lous and non-anomalous by a classifier operating on 
the temporal activity patterns of each component. 

STEP 1 - NON-NEGATIVE 
TENSOR FACTORIZATION

STEP 2  - CLASSIFIER

CLEANED TENSOR
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ARE THERE ANOMALIES ?

10 days of observation
    5 minutes of temporal

resolution
    

709 students
65 teachers

30 classes
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Time-varying
Graph

Tensor

=774 nodes 

=2680 snapshots

PROBLEM CHALLENGE
-  According to the sensors we-
aring protocol, at the end of 
each day sensors were left in 
class in random arrangements
-  The resulting spurious proxi-
mity patterns were considered 
as anomalies

- Detect the anomalous inte-
ractions by mining the topolo-
gical and temporal properties of 
the time-varying graph

www.sociopatterns.org
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ADVANTAGES

Only relies on the topological and 
temporal properties of the 

time-varying graph

Relies on standard techniques for 
low-rank approximations

Takes advantage of efficient open 
source library for tensor 

decomposition

Succesfully tested 
on real-world application

Operates at the mesoscale level

LIMITATIONS

Possible high computational cost

Requires a classifier 
for anomalous components

Depends on tensor masking to 
remove anomalies

FUTURE WORK

Address the limitations

Use of a higher-order tensor

Use of different decomposition 
techniques

Additional experiments on 
real-world data
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                                                               Precision                 Recall              F1-score

Anomalous                                         0.99                           0.87                 0.92

Non-Anomalous                               0.81                            0.99                 0.89

Accuracy                                            0.91

Pearson coefficient                        [0.89, 0.99]

p-value                                               <10

time

a)       original number of interactions                                     final number of interactions
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temporal activity patterns                 
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